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Topic: Comparing Two Means

We have now studied confidence intervals and significance tests about a single population mean or proportion.  Now we turn our attention to comparing means and proportions between two groups.  You will see that the basic structure, reasoning, and interpretation of these inference procedures remain the same as previously, while the details of their implementation change.

Situation 1: z-Procedures for Inference About Population Means from Independent Samples

Suppose that X1, X2, …, Xm are a random sample from a normal distribution with mean x and standard deviation x, Y1, Y2, …, Yn are an independent random sample from a normal distribution with mean y and standard deviation y.  [Recall that “random sample” means that these random variables are independent and identically distributed (iid).  To have a context to focus on, think of the Xi’s as SAT scores for a sample of students in the College of Engineering and the Yi’s as SAT scores for a sample of students in the College of Science and Mathematics.]  Our goal is to make inferences about the difference in population means x-y.  

(a) What is a natural point estimator to use for estimating x-y?

(b) Use properties of expected value to derive the expected value of this point estimator.  Is the estimator unbiased?

(c) Use properties of variance to derive the variance, and then the standard deviation, of this point estimator.

(d) What shape does the probability distribution of this estimator have?  Explain how you know this.

(e) To convince yourself that you have derived the sampling distribution of 
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 correctly, perform a Minitab simulation.  Let m=10, n=20, x=1200, y=1300, x=200, and y=240, and proceed as follows:

MTB> random 1000 c1-c10;

SUBC> normal 1200 200.

MTB> random 1000 c11-c30;

SUBC> normal 1300 240.

MTB> rmean c1-c10 c31

MTB> rmean c11-c30 c32

MTB> let c33=c31-c32

MTB> name c31 ‘x-bar’ c32 ‘y-bar’

Examine visual displays and calculate descriptive statistics for your simulated difference in sample means.  Are the results close to what the theory predicted?  Explain.

The above derivation of the sampling distribution of 
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 provides the foundation for the following inference procedures, which closely resemble their counterparts in the one-sample case:

Null hypothesis:
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Alternative hypothesis:
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Test statistic:
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Rejection region:
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P-value:
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Confidence interval:
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(f) Continuing with the SAT context, suppose that m=10, n=20, x=200, and y=240.  How far apart do the sample means 
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 have to be so that you would reject 
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 at the =.05 level?

This z-procedure is extremely limited in that it requires knowledge of the population standard deviations x and y.

(g) What are natural estimators based on sample data to use in place of x and y?

(h) Based on your analysis of the one-sample case, what change do you think one must make in the test and interval procedures when estimating x and y from sample data?

Situation 2: t-Procedures for Inference About Population Means from Independent Samples

Null hypothesis:
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Alternative hypothesis:
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Test statistic:
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Rejection region:
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P-value:
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Confidence interval:
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Degrees of freedom:
A conservative rule for the degrees of freedom k is to use the smaller of nx-1 and ny-1.  A more accurate but complicated formula is used by Minitab and given in your text.

Technical conditions:
1. Independent random samples or random assignment





2. Sample sizes large or populations normally distributed

Minitab: 


Stat> Basic Statistics> 2-Sample t

Activity: Comparing Baseball Leagues

The Minitab worksheet baseball99.mtw contains data on 190 Major League baseball games played between July 26 and August 8, 1999.  We will investigate whether these sample data provide evidence that the two leagues differ with respect to mean number of runs scored per game.

(a) Express the null and alternative hypotheses using appropriate symbols, and clearly define the symbols you introduce.

(b) Open the worksheet (Baseball 99.mtw) and examine dotplots and boxplots of the number of runs scored in these games, separated by the two leagues (Graph > Dotplot, choose “Runs” for the variable, select “By variable” and enter “League).  Comment on whether there seems to be a difference in the distributions of runs between the two leagues.

(c) Use Minitab to calculate descriptive statistics for the “Runs” variable between the two leagues:

MTB> describe c13;

SUBC> by c2.

(d) Calculate (by hand) the value of the test statistic.

(e) Use the T Table to find the p-value of the test as accurately as possible.

(f) State a conclusion about whether the sample data provide evidence that the mean runs per game differ between the two leagues.

(g) Use Minitab (Stat > Basic statistics > Two-sample t) to confirm your calculation and also to produce a 95% confidence interval for the difference in population means.  Explain the importance of whether the confidence interval includes the value zero.

(h) In this case would it have mattered much if you had used the z-distribution rather than the t-distribution?  Explain.

Activity: Fast-Food French Fries

The following data are the number of French fries in small bags purchased at two leading fast-food chains:




McDonalds:
35   39   43   52   53   55   34   37   45   40




Burger King:
51   55   52   43   44

(a) Construct a side-by-side split stemplot to display these distributions between the two groups:

	McDonalds
	
	Burger King

	
	3L
	

	
	3H
	

	
	4L
	

	
	4H
	

	
	5L
	

	
	5H
	


(b) Enter the data into Minitab, and conduct an appropriate test of whether the data provide evidence that the mean number of fries per small bag differs between the two groups.  Also estimate the difference in population means with a 95% confidence interval.  Write a few sentences summarizing and explaining your findings.

During the next class period we will learn how the scope of one’s conclusions differs depending on whether the study is observational or experimental, and we will also study methods for analyzing paired data.
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