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Topic:  Confidence Intervals

Review:

· Definition: Distribution =the set of possible values and how often they occur

Sample distribution = how many times did each data value occur

Probability distribution = probability of each outcome in sample space

When describing a distribution look at shape, center, and spread

"Sampling Distribution" = distribution of sample statistic, e.g. 
and 
, for all possible samples of the same size from the population. Often we can approximate the sampling distribution by taking lots of samples.

	PRIVATE

	Proportions
	Means

	Parameter
	p (or  )
	 

	Statistic
	

	


	Shape
	Approximately normal if np>10 and n(1-p)>10
	Normal if population is normal or approximately normal if n is large (e.g. exceeds 30)

	Center
	E(
)=p
	E(
)= 

	Spread
	SD(
)=

	SD(
)= /


	
	SE(
)=

	SE(
)=s/
 


Reality

Have to make a conclusion about the population parameter, e.g., p, based on one sample value, e.g., 
. But we know that 
should be close to p. In fact, any 
selected at random should be within roughly 2 standard deviations of p. 95% of samples give a 
within roughly 2 standard deviations of p. 

Probability vs. Confidence

There is a .95 probability that this method will lead to an interval that contains p. After you compute an interval, it either contains p or it doesn’t. This is not random.

I’m 95% confident that the interval constructed contains the true population value for p.

Exploring Confidence 

· Double click on the Netscape icon to open and return to the java applets page (statweb.calpoly.edu/chance/applets/ applets.html). Select the first applet (simulating confidence intervals) 

· Set  =.45 and n=25. Set the number of intervals to 100. Click on Recalculate 

· Are all the intervals the same? 

· How many actually contain ?

· Click on Sort. When does the interval "work"? 

· Change n=40 and click on Recalculate. 

· How do the intervals change? 

· What percentage of the intervals capture ?

· Change the sample size to 10 and click on Recalculate. 

· How do the interval change? 

· What percentage of the intervals capture ?

· Change the sample size to 25 and the confidence level to 90% and Recalculate. 

· How do intervals change? 

· What percentage of intervals capture ? 

· What’s the tradeoff?

· Increase the confidence level to 99%

Critical Values

· z* indicates the number of standard deviations to achieve desired confidence level

Margin of error = half-width of interval

· increasing n decreases margin of error (decreased variability in sample values) 

· increasing confidence increases margin of error 

· margin of error does not measure bias...

Choosing your sample size

· Set desired confidence level (sets z*) 

· Set desired margin of error, w/2 

· Solve for sample size. 

· For proportions, have to make an initial guess for 

. When in doubt, use .5 (max width) 

Confidence interval for  

· Same reasoning but critical value comes from the student t distribution 

· Depends on sample size, degrees of freedom = n-1 

· need normal population or large n

Example 1

The Bay Area Air Quality Management District made 9 independent measurements of the carbon monoxide levels arising from the stack of a oil refinery northeast of SF during the period from September 1990-March 1993. The goal was to establish a baseline level to help them monitor future levels.

a. Mean or Proportion question? 

b. Construct a 95% confidence interval for

Open the data file: Double click on Statfolder, then Chance, then Stat 322

Double click on file: baaqmd

1) Look at the data

MTB> describe c1 MTB> dotplot c1

2) Worry about the quality of the data

3) Check the technical conditions

SRS? n large? population normal? Normal probability plot Graph > Probability Plot Enter C1 into Variables box.

4) t confidence interval: MTB> tinterval c1

Example 2

In a study published in the Journal of Personality and Social Psychology (Butler and Baumeister, 1998), researchers investigated a conjecture that having an observer with a vested interest would decrease subjects' performance on a skill-based task. Subjects were given time to practice playing a video game that required them to navigate an obstacle course as quickly as possible. They were then told to play the game one final time with an observer present. Subjects were randomly assigned to one of two groups. One group (A) was told that the participant and observer would each win $3 if the participant beat a certain threshold time, and the other group (B) was told only that the participant would win the prize if the threshold were beaten. The threshold was chosen to be a time that they beat in 30% of their practice turns. It turned out that 3 of the 12 subjects in group A beat the threshold, while 8 of 11 subjects in group B achieved success.

	PRIVATE

	A: observer shares prize
	B: no sharing of prize
	Total

	Beat threshold
	3
	8
	11

	Do not beat threshold
	9
	3
	12

	Total
	12
	11
	23


a. Means or proportions? 

b. Calculate the sample proportion of successes for each group 

c. Do they differ in the direction conjectured by the researchers? 

d. Even if there were absolutely no effect due to the observer’s level of interest, is it possible to get a difference this large just due to chance variation? 

e. What do the results look like when there is no difference between the two groups? 

f. Assume 11 of the 23 were going to beat the threshold no matter which group they were in (no effect) and 12 weren’t 

Let’s simulate assigning these 11 winners and 12 losers to two groups at random

11 black cards = successes 12 red cards = failures

g. Randomly deal out 12 to represent those subjects assigned to group A. 

h. How many of the subjects in group A are successes (black)? 

i. Shuffle and repeat 5 times. 

j. How many times did the randomization show a result as extreme as what the researchers saw (3 or fewer successes)? 

k. What proportion of the repetitions is this? 

l. Does it appear unlikely for random assignment alone to produce a result as extreme as the actual when there is no effect due to the observer’s interest level?

Statistical Significance

· Examines how often such an extreme result occurs by chance alone. 

· If the sample result is very unlikely to occur by chance alone, that would be evidence against in favor of the researcher’s conjecture. 
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