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Topic: Unbiased and Minimum Variance Estimators

Activity: “The German Tank Problem”

From New Scientist, 23 May 1998: "Data sleuths go to war"

"DURING the Second World War, the Allies used data sleuthing methods to deduce the productivity of Germany's armament factories using nothing more than the serial numbers found on captured equipment."


http://www.newscientist.com/ns/980523/features.html#data
Scenario: During World War II, Allied Intelligence (the spies) gave reports on the production of tanks and other war materials that varied widely and were somewhat contradictory.  In 1943 Allied statisticians (the geeks) trying to improve on these estimates developed a method that used information in the serial numbers stamped on captured equipment.  One particularly successful venture was the estimation of the number of Mark V tanks, whose serial numbers were conveniently highly correlated to the order of its manufacture. It wasn't too long before statisticians figured this out and exploited it to come up with such an estimate. Capturing tanks was like randomly drawing an integer from this sequence.

In the simplest form, each serial number gives information -- a serial number of, say, 100 means there were at least that many tanks manufactured. On Wednesday, you brainstormed several possible ways to estimate N = total number of tanks produced based on the serial numbers.  Below are some of your suggested estimators:

1. sum of all the values

2. sum of all the squared values

3. product of all the values

4. fU+1.5fs, fU +3fs
5. x4+2s, x4*2

6. max

7. max + min, max + min –1

8. max + var, max+var/2, max+range/2

9. max +(std dev)3
10. mean + median, mean*median

11. max + mean, max + median

12. mean*2, mean*3, median*2, median*3

13. max + average of difference

14. mean + 2(std dev), mean +3(std dev)

15. mean+2(std dev/
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), mean + s2
16. median+1.5s, median + 2s, median+3s

17. max + std dev, max + 2(std dev)

18. max + variance, max+var/2

19. max + range, max+range/2

20. max*(n+1)/n
21. range+s, range*2

22. 2sqrt(mean2+s2)

23. max+s3
24. mean2/n

Your task is to evaluate these estimators remembering two criteria:

· Unbiasedness - we want the estimator to be unbiased, E(estimator)=parameter. That is, we want the expected value to be N.  (see p. 253.)
· Minimum variance - among the unbiased estimators, choose the one that has the smallest variance. (see p. 256.)
You will do this by approximating the sampling distributions for several estimators to see which behave better.  To do this, you will have to assume what value N has in order to see which estimators come “closest.”

To create a population of, say, 100 tanks:

MTB> set c1

DATA> 1:100





This sets N = 100

DATA> end

To sample, say, n=5 tanks from that population:

MTB> sample 5 c1 c2




This sets n=5

To calculate the value of your point estimate for the sample in C2:

e.g., 
MTB> let c3=max(c2) + 1


MTB> name c3 'est1'

Set up a macro to repeat these commands, e.g., create a file in Notepad with the following commands:


sample 5 c1 c2


let c3(k1)=max(c2)+1   ** substitute your estimator here **


let k1=k1+1

Save this file with the .mtb extension (e.g., “tanks.mtb”), putting quotations around the file name. To execute the macro, 

· Initialize your counter: MTB> let k1=1
· Choose File > Other Files > Run an Exec from the menu indicate that you want to execute the macro say 1000 times, this will control the number of samples.  

· Change folders to find the file on your disk (e.g., search for file name: *.mtb)

You will use these methods to investigate at least three different estimators chosen from the list you turned in earlier, or from the list above, or a new one you think of.  You might consider storing the results for all three estimators in three different columns, e.g., C3, C4, and C5.  Don’t forget to reinitialize k1 (and erase previous results MTB> erase c3-c5) whenever you restart the macro. You may want to use more than 1000 samples.  

You are required to try at least two different values of N and at least two different values of n in order to investigate whether your results are dependent on those values.  Remember to keep N>20n.

Creating your estimators (below are some potentially helpful Minitab reminders):

To add numbers in a column: sum(c2)

To take the square root of a constant: sqrt(k2)
To find the max or min or the column: max(c2), min(c2)
To multiply and divide: use * to multiply and / to divide

To find the mean: mean(c2)

To find the median: median (c2)

To find the standard deviation: stan(c2) or std(c2)
To sort the values: sort c2 c2 (puts them back into c2 or can use empty column)

To find the differences of the values of the column: diff c2 c3 (probably want to sort first)

To sum the two largest numbers: sort and then let c3=c2(5)+c2(4)

To raise all values in a column to a power (say 2): let c4=c2**2

Examining your empirical sampling distribution:
You will want to examine the mean, standard deviation, and a graphical summary (e.g., histogram) of your sample results.  An unbiased estimator should have the mean of the sampling distribution close to N.  Compare the standard deviations to judge which has smallest variance.

Lab Write-Up: 

Part 1: Address a report to your commanding officer with your recommended estimator based on your results. Be very clear which estimators you examined (formula, and how you calculated it in Minitab) and why you initially thought they might be good candidates.  Based on your 12 analyses, pick one estimator to recommend to your commander. Carefully explain to him or her why you think that the estimator you chose is the best estimator to use. Make sure you include graphical and numerical evidence and that you have compared your estimators for two different values of n and two different values of N.  Discuss whether or not your estimator is biased, and if so in which direction, and how the variability of the estimators compare.

Part 2: Answer the following questions.

(a) What is the difference between an estimator and an estimate?

(b) Using similar methods, the Allies made the estimates shown in the table below. Allied intelligence agencies were also making estimates based on other information, and these are shown too. All data are monthly production values. 

	Date of estimate
	Statistical estimate
	Intelligence estimate

	June 1940
	169
	1000

	June 1941
	244
	1550

	August 1942
	327
	1550


After the German surrender, records from the Speer Ministry became available. For the above months, the true production values were 122, 271, 342.  

i. Which group (the statisticians or they spies) produced better estimates?  

ii. Did the statistical estimates tend to be biased in one direction or the other? Explain. Were the intelligence estimates biased in one direction or the other? By a lot or a little? Explain how you decide and suggest an explanation for why this happened.

(c) It can be shown that if we take a sample of size n from the population 1, …, N, then 

E(max{Xi}) = n(N+1)/(n+1). 

Use this fact to determine the expected value of estimator #20. (Include all the details and be careful with your notation.)  Since this estimator is slightly biased, indicate how to adjust the estimator to get rid of this bias.  This turns out to be the best (minimum variance unbiased) estimator of N.

(d) It can also be shown that V(max{Xi}) = (N+1)(N-n)n/[(n+1)2(n+2)]. 

Use this fact to find the variance of the estimator you derive in (c).  Verify that the variance of this estimator decreases as you increase n (as n approaches N).

Other references:

http://www.scc.ms.unimelb.edu.au/discday/dyk/gtanks.html
http://www.ufomind.com/ufo/updates/1997/aug/m05-003.shtml
http://www.lhs.logan.k12.ut.us/~jsmart/tank.htm
Goodman (1952). “Serial Number Analysis,” Journal of the American  Statistical Association, 47:622-634


Ruggles & Brodie. (1947). “An empirical approach to economic intelligence in 

WWII.” Journal of the American Statistical Association 42:72-91.

Stat 321 - Lab 7 “The German Tank Problem”

Due at beginning of class on Wednesday, March 13 

From New Scientist, 23 May 1998: "Data sleuths go to war"

"DURING the Second World War, the Allies used data sleuthing methods to deduce the productivity of Germany's armament factories using nothing more than the serial numbers found on captured equipment."


http://www.newscientist.com/ns/980523/features.html#data
Scenario: During World War II, Allied Intelligence (the spies) gave reports on the production of tanks and other war materials that varied widely and were somewhat contradictory.  In 1943 Allied statisticians (the geeks) trying to improve on these estimates developed a method that used information in the serial numbers stamped on captured equipment.  One particularly successful venture was the estimation of the number of Mark V tanks, whose serial numbers were conveniently highly correlated to the order of its manufacture. It wasn't too long before statisticians figured this out and exploited it to come up with such an estimate. Capturing tanks was like randomly drawing an integer from this sequence.

In the simplest form, each serial number gives information -- a serial number of, say, 100 means there were at least that many tanks manufactured. On Wednesday, you brainstormed several possible ways to estimate N = total number of tanks produced based on the serial numbers.  Below are some of your suggested estimators:

1. sum of all the values

2. product of all the values

3. mean*product/median

4. fU+1.5fs, fU +3fs
5. max, max*2

6. max + min, 2(max+min)

7. max + n, max+mean

8. mean + median, mean*median

9. max + mean, max + median

10. mean*2, mean*3, median*2, median*3

11. max + average of difference

12. mean + 2(std dev), mean +3(std dev), mean+4(std dev)

13. mean+2(std dev) + .025(mean)

14. mean+2(std dev/
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)

15. 2*mean+max

16. x4+x5
17. max + std dev, max + 2(std dev)

18. max + variance, max+var/2

19. max + range, max+range/n
20. max*(n+1)/n
21. range+s, range*2

22. range*(n+1)/n
23. mean2, mean2/n

Your task is to evaluate these estimators remembering two criteria:

· Unbiasedness - we want the estimator to be unbiased, E(estimator)=parameter. That is, we want the expected value to be N.  (see p. 253.)
· Minimum variance - among the unbiased estimators, choose the one that has the smallest variance. (see p. 256.)
You will do this by approximating the sampling distributions for several estimators to see which behave better.  To do this, you will have to assume what value N has in order to see which estimators come “closest.”
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