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Topic: Normal Distribution

Recap:
· Continuous random variable: takes all possible values in an interval

· Probability density function (pdf): f(x) such that P(a<X<b) = (ab f(x)dx
· Need f(x)>0 for all x and 
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Note: P(X=x)=0 and P(X>x) = P(X>x)

· Cumulative distribution function: F(x) = P(X<x)  for all x
· F(x) =
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Note: P(a<X<b) = F(b)-F(a)

· Percentiles: the (100p)th percentile is the value of x (call it xp, that has probability p falling below, i.e., P(X<xp)=p. (Set the integral of the pdf or the cdf to p and solve for xp)

· Expected Value: E(X)=
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Variance: V(X) = 
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Normal Distributions: Open the worksheet misc.mtw which contains the following variables
- scores on a college entrance exam


- serving ounces in Arby’s sandwiches - lengths of criminals’ index finger (cm)

- fuel capacity of cars

- motor vehicle deaths/100 mill miles in 50 states
- # of boys in families of 4 children


- a previous class’ guesses of my age




(a) Construct a histogram for each variable (hist c1-c7). (Can select Window > Tile to rearrange the graphs.) What is common about these distributions?  

(b) What are the key differences among these distributions?  Suggest two characteristics that could be used as “parameters” of this distribution (what two things do you think best differentiate the distributions from each other). 


These mound-shaped, symmetric distributions are often modeled by normal distributions.  The pdf for the normal distribution with parameters  and  is
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, -(  < x < (.  Note that this distribution is unimodal and symmetric about its mean  You can show that the inflection points of the normal curve correspond to x = + and x = -
(c) Type MTB> describe c1-c7 and suggest models for each distribution.

(d) Suppose that the index finger lengths of criminals follow a normal distribution with mean =11.546 cm and standard deviation  =.55 cm.  (Prisons used to record data on prisoners such as finger lengths in an attempt to classify traits of criminals that differed from noncriminals.)  Let X = length (in centimeters) of a randomly selected criminal index finger. How would you determine P(X<11)?

Clearly, you do not want to want to integrate the above probability density function. Unfortunately that function cannot be integrated in closed form.  Luckily we have alternatives.  First, we will “standardize” the data by subtracting the mean and dividing by the standard deviation. Do this for the data in C2, storing the results in C9:


MTB> let c9=(c2-11.546)/.55

(e) Produce a histogram and numerical summaries (describe) for this new variable. Describe the shape, center, and spread (location of inflection points) of this distribution.

(f) Suppose sizes of Arby’s sandwiches follow a normal distribution with mean =7.518 and standard deviation =1.662.  Standardize the data in C5 storing the results in C10 and describe this distribution (stemplot).  How does this distribution compare to the distribution in (e)?

Def: The normal distribution with parameters =0 and =1 is called a standard normal distribution. We reserve the letter Z to denote a random variable that has a standard normal distribution.  Any normal distribution can be “standardized” to the standard normal distribution.

(g) Use the let command to determine how many of the observed finger lengths are less than 10.5cm:


MTB> let c11=(c2<10.5)
MTB> tally c11

Divide the number of 1’s by 3000 to find the proportion of lengths that fall below 10.5 cm.

(h) With your calculator, standardize the value of 10.5 by subtracting the mean  =11.546 and dividing by the standard deviation  =.55.  Use the let command (creating C12) to determine how many of the standardized values in C9 fall below the standardized value for 10.5. How does this proportion compare to what you found in (g)?


z =





proportion below:

Calculating Probabilities and Percentiles from Normal Distributions

We will use the fact that P(X<x)=P(Z<(x-)/) to find P(X<x).  We will first standardize the observation and then find P(Z<z) where these probabilities have been tabulated in Table A.3. 

We can also denote P(Z<z)=(z).

(i) Use Table A.3 to calculate the proportion of the standard normal distribution that lies below z=-1.90.  Compare to the observed proportion.



(j) Assuming the college entrance exam scores follow a normal distribution with mean =51.1 and standard deviation =19.29.  Calculate the probability a randomly selected student scores above 70%. [Sketch and label the distribution, standardize, use table to find probability below.]


(k) How much would someone need to score to fall in the top 10% of the distribution?

Hint: Work backwards.

(l) Determine the probability that randomly selected student scores within one standard deviation of the mean. 

(m) You can also use Minitab’s cdf command to find this probability by using:

MTB> cdf 31.8;


MTB> cdf 70.4;

SUBC> normal 51.1 19.29.
SUBC> normal 51.1 19.29.

or Calc > Probability Distribution > Normal specifying the mean, SD, and input constant.

(n) See how this prediction matches our exam data in C1:


MTB> let c13= (c1>31.8 & c1<70.4)
MTB> tally c13

(o) Do a similar tally with the Arby’s sandwiches (use the sample mean and standard deviation of C5 to determine the two values 
[image: image6.wmf]s

x

-

 and
[image: image7.wmf]s

x

+

 and then use the let command to determine how many data values fall in the interval).  What percentage of the observations fall “within one standard deviation of the mean”?

(p) What percentage of the observations fall “within two standard deviations of the mean”?


While these calculations have been approximations, the general empirical rule is that with data that roughly follow a normal distribution:

· Roughly 68% of the observations fall within 1 standard deviation of the mean

· Roughly 95% of the observations fall within 2 standard deviations of the mean

· Roughly 99.7% of the observations fall within 3 standard deviations of the mean

These can be verified for the theoretical normal distribution using Table A.3 or Minitab.

Normal Approximation to Binomial

Now examine the data in C8, let X = number of boys in a family of four children.  
(q) Is X a discrete or continuous random variable?  Explain.

(r) Can X follow an exact normal distribution?  Explain.

(s) What distribution does X follow exactly? (Give the name and the parameter values.)

Often we can approximate a binomial distribution with the normal distribution.  In general, the rule of thumb is that this approximation applies well when np> 10 and n(1-p)>10. When this rule of thumb is satisfied, we can approximate a binomial(n, p) distribution with a Normal(=np, =
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(t) Simulate 500 observations from a Binomial distribution with n=50 and p=.5


MTB> random 500 c15;



SUBC> bino 50 .5.

Examine a histogram of this distribution. Does it appear approximately normal? Does it satisfy the above conditions for the normal approximation to the binomial to be valid?

(u) Simulate 500 observations from a Binomial distribution with n=50 and p=.05. Examine a histogram of this distribution. Does it appear approximately normal? If not, what shape does it have? Does it satisfy the above conditions for the normal approximation to be valid?

(v) Return to the scenario in (t). Suppose we wanted to calculated P(X< 20).

· Use the binomial distribution to find this probability exactly:

MTB> cdf 20;

SUBC> bino 50 .5.





· Use the normal distribution with mean =50(.5) and SD=
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 to approximate this probability:

MTB> cdf 20;

SUBC> normal 25 3.54.




To see why this approximation is not very accurate, consider P(X=20). 

(w) What is P(X=20) in the binomial distribution?  What is P(X=20) in the normal distribution?

(x) To make sure X=20 is “included” in the probability, we will make a “continuity correction” and actually calculate P(X<20.5) for the normal approximation. Use the cdf command to calculate this probability.  Is the approximation more reasonable now?

Interpretation of Z

Scores on the Scholastic Aptitude Test (SAT) follow roughly a normal distribution with mean =1000 and standard deviation  =200.  Scores on the American College Test (ACT) follow roughly a normal distribution with mean  =20.6 and standard deviation =6.2.  Suppose Bobby scores 1180 on the SAT but Kathy scores 28 on the ACT. 

(l) To compare these two performances we can standardize them. Subtract the corresponding mean and divide by the corresponding standard deviation to see “how many standard deviations above the mean” each student falls compared to their peers.

(m) Based on these z-scores, which student would you say performed better?  Explain how this relates to the probabilities lying below these z values.

Using Minitab:


MTB> cdf –1.90;


SUBC> norm 0 1.


or Calc>Prob Dist > Normal


specifying , , x





Using Minitab:


MTB> cdf 70;


SUBC> norm 51.1 19.29.





Using Minitab:


MTB> invcdf .90;


SUBC> norm 51.1 19.29.
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